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AGENDA

▪ Current State of the IRT

▪ What is RIB/FIB

▪ Broadcom DNX

▪ Scaling characteristics



Current Internet Routing Table status 

▪ Various route servers show 

approximately 970k IPv4 

and 205k IPv6

▪ First questions in BGP 

applications are always 

around scale

https://www.cidr-report.org/as2.0/



FIB vs RIB what’s the difference

Forwarding Information Base

▪ Hardware tables, TCAM space, 

and encapsulations 

▪ Mostly magic 

Routing Information Base

▪ Various parts:

▪ Adj-RIB-In

▪ Adj-RIB-Out

▪ Local RIB

▪ Scales with respect to memory 

space 



Broadcom Silicon – DNX Family

Q2a Q2c J2c+

800 Gbps 2.4 Tbps 14.4 Tbps



What tables are we working with?
Acronym Meaning Purpose

LPM Longest Prefix Match Prefixes shorter than /32 /128

LEM Largest Exact Match /32s
/128s
MPLS labels
MACs

eTCAM External TCAM Prefix shorter than /32 /128

ECMP FEC Equal cost multipath Forward Equivalence Class Next hop info

FEC Forward Equivalence Class Next hop info

EEDB Egress Encapsulation Database Egress encapsulation



How do they work together

IP Routing MPLS Forwarding 

LPM

LEM

FEC

FEC

EEDB

EEDB

LPM

LEM
ECMP 
FEC

FEC

FEC

EEDB

EEDB

ECMP 
FEC

eTCAM

1x ECMP FEC prefix set

FEC per next-hop

Egress object per next hop

LPM remains constant  

Outlabel is unique so the DB entry is unique 

Extra utilization based on the number of paths
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S9510-28DC
24 x 1/10/25G SFP28, 2 x 40/100G 
QSFP28, 2 x 100/400G QSDP-DD 
supporting 400G ZR+ (2)

Scalability Q2A Current Internet IRT:

IPv4: 980K
IPv6: 225k

LPM usage:

shared space between IPv4 and IPv6

IPv4 ~ 1 entry
IPv6 ~ 2 entries

10-12% loss of space due to hashing collisions

IPv6 is assumed to be shorter than /64 

IPv6 with prefix length longer than /64 will use 
more than 2 LPM Entries

Result: 

Q2A and 7946-30XB can not hold a full IPv4 and 
IPv6 IRT simultaneously

Filtering is required.  Filtering out /24s removes 
~600k IPv4 routes  
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Scalability Q2c and OP2

Q2c can support 2.8m LPM with l3-xl 
enabled

OP2 can support 20m LPM by default

Forwarding profile can be changed with a 
configuration and reload

R3PLAB(config)#forwarding mdb-profile ?
  balanced           select mdb profile balanced
  balanced-extended  select mdb profile balanced-extended
  balanced-p-and-p   select mdb profile balanced-p-and-p
  l2-xl              select mdb profile l2-xl
  l3-xl              select mdb profile l3-xl

FIB scale tested to 8M IPv4 and 4M IPv6 with OP2 (20M LPM) and will continue to 
scale with IRT growth

ECMP only routes only count as one LPM entry with multiple next hops meaning FIB 
install of current IRT is ~1.6M entries

UfiSpace S9600-32X
UfiSpace S9600-72XC

UfiSpace S9600-64X

UfiSpace S9600-56DX

UfiSpace S9600-28DX
Q2c

2xQ2c

Q2c 
w/eTCAM
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Scalability J2c+ 6.5

Forwarding profile can be changed with a configuration and reload

Changing to utilize TCAM reduces port usage by 4 ports

FIB scale tested to 8M IPv4 and 4M IPv6 with OP2 (20M LPM) and will continue to scale with IRT growth

ECMP only routes only count as one LPM entry with multiple next hops meaning FIB install of current IRT is ~1.6M entries

S9610-36D
36 x 40/100/200/400G QSFP-DD 
supporting 400G ZR+ (24)
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Simulated full table – Q2a

TCAM is full



What happens when the hardware is full? 

Challenges:

▪ Routes don’t get installed

▪ These routes won’t be reachable 

from your device

Solutions:

▪ Selective route download 

▪ Filtering

▪ filtering /24 removes ~600k routes

▪ still must reach those /24

▪ Static default 

▪ Do routers with one egress really 

need the full table? 
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Simulated full table – multi-path – Q2a

TCAM is full
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Simulated full table – Q2a

NOT RECOMMENDED for full IRT – 
even though it is fits in the lab the device 
is at capacity and will be overloaded in 
the field 
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Simulated full table – Q2a with GRT and VRF

Doubles the number of entries used ~ 1.25m prefixes installed

Each vrf utilizes it’s own hardware resources i.e. “separate” tables



What did we learn
▪ FIB and RIB sizes are independent of each other – except when they’re 

not (VRFs)

▪ Routing tables need to be managed 

▪ Various options to manage the routing table without scaling up 

hardware

▪ With the current generation of silicon there is runway for growth

▪ 10m RIB != 10m FIB
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Set up a Free Consultation /

Apply for a Proof of Concept
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Thank You
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